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Presentation Notes
I’m going to talk about a topic that I’m sure you’re already sick of: Artificial Intelligence. 




Agenda

- Predictive vs. Generative Al

- Improvements in Generative Al since 2022
. Challenges of Integration

- Short/ Medium Term Applications

- Medium Term Risks

- Looking Ahead



Presenter Notes
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With all the promises of this technology being revolutionary, the future of work being automated 
Focus mostly on generative AI
Could spend a whole presentation on cybersecurity applications and risk factors, but I’ll only touch on those- arms race




Al Hype Vs. Reality
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I remember as a kid growing up in the 90s, it seemed like in every product commercial they added in the phrase “technology” to make their products seem more advanced or innovative. Like when Gillette came out with the “Gillette Mach 3”- the razor with three blades. “Patented three blade technology”. Like, bro you just added a couple extra blades, that’s not technology. That’s like me saying my bowl is equipped with “soup-holding technology”.

Now suddenly everything is marketed as “AI powered.” Which may be accurate, or may be just a new way of marketing something that we’ve been doing for years, namely using machine learning and statistical algorithms to identify subtle patterns in large swaths of data, and using it to make predictions. For many applications it’s very valuable. For other applications, it’s like trying to add a jetpack to your toothbrush. Not only is it not necessary, it’s counter productive.


A Corollary: The Internet and the Dotcom Bubble

1998-2000

Petts.comn
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That’s not to say the hype is totally unwarranted. I don’t think it’s an exaggeration to say that the adoption of AI could prove as significant as the internet.  But remember, it took quite a while before the internet delivered on its potential. The internet was properly invented in the early 80s, and people were working on the idea back as far as the 60s, but it wasn’t impactful without widespread adoption and integration. When momentum started picking up with PCs in the 90s, and people started to envision what the internet could be, that first led to the dotcom bubble in the early 2000s. So it seems likely to me that a lot of the hubbub around AI is hype and speculation and grift, AND ALSO represent a massive technological shift that will have a huge impact once we figure out how to integrate it. So while “AI” has already been impactful in some use cases, and may be even more impactful in the medium term, in many cases it feels like a solution in search of a problem. 


Predictive Al Vs. Generative Al

Identifies patterns humans can’t see
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“AI technology” – primarily predictive
Mention Microsoft advanced threat detection, baseline behavioral analytics


LLM Advances Since ChatGPT Launch (November 2022)

- More accurate/ less hallucinations — retrieval augmented

generation, reasoning and calculation via programming languages

- Multi-modal- single models that can incorporate vision and voice

input/ output -

- First bigger + more powerful, now smaller/ cheaper and more
powerful

- Larger ‘Context Lengths” (how much text can be ——
ingested/ created) =

“Al Chatbots ére too unreliable to be useful”

- Better Recall- needle in a haystack tests — Guy from 2022
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Show of hands- how many of you have used chatgpt?
How many of you have used it more than once or twice?
How many of you have used it in the past week?

If you haven’t used the models in a while, you will be surprised how far they’ve come in such a short time. 

Generally- flaws in the beginning have been mitigated



Al model release and capabilities timeline
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Al Model Performance Across Various Standardized Tests
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SAT Aeading
SAT Math
GMAT Quant
GMAT Verba
GRE Phiysics

AP Art Mistory

AP Bictogy I
AP Calculus
AP Chemistry
AP English Lardg
AP English Lis

AP Ery. 5<i

AP Macro Eco

AP Micro Eco

AP Physics

AP US Gow, |§

AR LS History

AP World Histony 8

https://thezvi.substack.com/p/on-claude-35-sonnet?utm source=substack&utm medium=email



e anything weird in this document?

The document appears to be the full text of the novel "The Great Gatsby" by F. Scott

Fitzgerald. A few unusual things I noticed:

1. There are a couple anachronistic references that don't fit the 1920s setting of the
novel, like mentioning an "iPhone" at one point. This was likely inserted erroneously,
as iPhones did not exist in the 1920s.

2. Some of Gatsby's fantastical claims about his past, like being decorated by multiple
European countries including Montenegro, seem far-fetched and contribute to the

mysterious, mythical aura around his character.

3. The over-the-top parties and lavish lifestyle depicted at Gatsby's mansion have an

unreal, dreamlike quality.

“Needle in a
Haystack Test”

Claude 3.5
Sonnet

All context lengths 99.7%

200k context length 99.7%
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Explain control-F 




Text to Video Generation

2025 2024
“Will Smith Eating

Spaghetti

"Zoom in shot to the face ofa young woman sitting
on a bench in the middle ofan empty school gym."
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Sora- show text prompts to show


.@ Ethan Mollick

= As|see more and more data, it is becoming clear the first productivity
gains that will be widely realized from Al is in programming.

Y

Look at this from Amazon: 4,500 developer years saved on a project!

- The average time to upgrade an application to Java
17 plummeted from what’s typically 50 developer-
days to just a few hours. We estimate this has saved

us the equivalent of 4,500 developer-years of work _ Ethan Mollick (Wharton

(yes, that number is crazy but, real). Business Professor) Quoting
Andy Jassy, Amazon CEO

% Andy lJassy @ B

One of the most tedious (but critical tasks) for
software development teams is updating foundational
software. It’s not new feature work, and it doesn’t feel
like you’re moving the experience forward. As a result,
this work is either dreaded or put off for more exciting...

0:42
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Oddly, the first major impact LLMs will have is in helping create more powerful and more efficient LLMs. This creates a positive feedback loop, possibly “recursive self-improvement” followed by an “intelligence explosion”. 


“What are the LLM Use Cases for [x] Industry?”

. Al experts are not Electric Utility experts.
- Familiarize yourself
- Remember: *include no sensitive info* @

- Frontier models are currently free (with usage
limits)
- Tused ChatGPT/Claude to program a simple

automation within Microsoft Office that saves me

hours of work, with zero prior programming

experience.

Skate to where the puckis going
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The current use cases are underwhelming because they haven’t been integrated

Mention the steam engine, took 150 years to hit the industrial revolution

Using the models will help you get a feel for what kinds of things they can reliably do well and which ones they’re not so great at (yet)

Even if AI progress stops now, innovation in how these products are packaged and integrated into business will continue for the coming decade(s).  
Agentic capabilities: ability to use natural language as an interface with your computer, perform simple tasks. “Where is [x] document? I can’t find it”
Open-source models are getting smaller and more capable, can be run locally with sensitive data and/or fine tuned for specific tasks
More/Improved AI/ML baked into the enterprise software we all use (eg: outlook detecting malicious links and spam)

Chatbot as “Savant”
Search/Research Assistant- you can ask questions with more granularity than you typically would with a search engine
Sounding board/brainstorming partner
Writing partner: help with “blank page syndrome”, generate a first draft from an outline, help with word choice/style. 
Learning: ask your textbook questions
Reducing information overload




Evolution of the Human/Computer Interface

I EY Command Prompt

1Microsoft Windows [Version 10.0.19644.2606 ]
(c) Microsoft Corporation. All rights reserved.

C:\Users\USER>cd desktop
C:\Users\USER\Desktop>mkdir my_directory
C:\Users\USER\Desktop>cd my_directory

C:\Users\USER\Desktop\my_directory>create-react-app my-app

(Command Line Interface)

% File Edit Uiew Label Special

12,8 MB in disk 7.2 MB ava

(Graphical User
I[nterface)

First humans learned how to
speak “computer”.

Now, computers can speak
‘“‘human”’.

Natural Language Interface
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https://chatgpt.com/share/5913ef49-a271-421d-a388-61187374afa4

This is not to say that GUIs will go away, but they have different strengths and weaknesses relative to Natural Language


Even if AI progress stops now, innovation in how these products are packaged and integrated into business will continue for the coming decade(s).  
Agentic capabilities: ability to use natural language as an interface with your computer, perform simple tasks. “Where is [x] document? I can’t find it”
Open-source models are getting smaller and more capable, can be run locally with sensitive data and/or fine tuned for specific tasks
More/Improved AI/ML baked into the enterprise software we all use (eg: outlook detecting malicious links and spam)


Short to Medium Term AI Risks

- Short term: Al slop
content, disinformation,

malicious persuasion

- Al-assisted phishing,
malware creation

- “Black Swan’’ Murphy’s
Law Events

- Al “Agents™- ability to
take actions

“Chatbots, roll out”
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Arms race: boosts bad guys and good guys

AI Agents: this will happen because it will make AI much more useful, but also will increase the likelihood of scary outcomes. Doesn’t need to be a “Skynet” style, sentient evil robot to really cause a catastrophe. Just an internet enabled AI Agent with a degree of competence to be able to screw things up royally


L . N . .
‘ j PhD-Level Science Questions

A Breakin g News A (GPQA Diamond)

9/13 OpenAl released GPT-ol

+ Fine Tuned for Reasoning and
complex tasks

. “thinks” before it answers

PhD-Level Science Questions
(GPQA Diamond)

Chemistry 64.7

gptdo ol ol expert
preview human

Physics

Biology

AT

0 2 40 60 80 https:// openai.com/index/ introducing-openai-ol -preview/

pass@1accuracy




Looking Ahead

Base Scaleup of Effective Compute

& Automated Al
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SITUATIONAL ANWFARENESS | Leopa :

https://situational-awareness.ai/

Researcher/ Engineer?

OpenAl appoints Retired
U.S. Army General Paul M.
Nakasone to Board of Directors

Microsoft announces plan to reopen &
Three Mile Island nuclear power
plant to support Al

Max Hauptman USA TODAY
Fublished 1:45 p.m. ET Sept. 20, 2024 | Updated 1:45 p.m. ET Sept. 20, 2024
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Sunny with a chance of robot takeover

Explain “recursive self improvement”

Also- AI is energy intensive– if they prove useful it will be a boon to the energy industry

Reference “Situational Awareness” paper https://situational-awareness.ai/

Silicon Valley always thinks they’re going to change the world; sometimes they’re right

Might not seem actionable, but the most important thing is to keep some situational awareness that this could be coming down the pike, get used to it now because it likely will be a big part of your life 




"Why do easy things by hand |[...]
when you could spend weeks
coming up with a super complicated
automatic solution that doesn't
work that well? That's what really
gets me out of bed in the morning.”
— Suckerpinch (Youtube Channel)




More Resources:

Chatbots to Try:
Dwarkesh Podcast:
6/4/2024 — Leopold Aschenbrenner- (Anthropic)
China/US Superintelligence Race, 2027 (OpenAl)
AGl, & The Return of History (Google)

8/8/2023 — Dario Amodei (Anthropic
CEOQO) — Scaling, Alignment and Al
Progress

Don’t Worry About the Vase
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